Draft Proposal: Prototype NWIS Data Warehouse for USGS users
3/15/2002
With the advent of NWIS Web, WRD staff have come to expect an up-to-date national aggregation of NWIS water-quality data.  Toward the goal of helping NWIS reach needed functionality in our limited resource environment, here is what the NAWQA Data Warehouse (DWH) team proposes to pilot for NWIS. The prototype is meant to be a proof-of-concept to prepare for a potential production system targeted for internal USGS personnel.  The goals of this proposal are to provide a current, national dataset of NWIS QW data and to demonstrate the capabilities of using off-the-shelf database tools to extract/load and access that data. 
The prototype would develop and test the following functions:

1. Design a data warehouse structure for the QWDATA subsystem of NWIS.  The database design will be derived from the NAWQA Data Warehouse and implemented on an Oracle 9i relational database management system.  The database structure will include new NWIS 4_1 fields, as documented in the NWIS system documentation.  
2. Implement a web-enabled query interface to allow for simple (or “canned”) – to sophisticated ad hoc data retrievals.  Web deployment allows for universal distribution with very little system administration requirements for the user.  Processing power for the query tool is provided from a bank of application servers, requiring little processing power on the user’s PC.  The query software can access different views of the database, allowing for customized metadata or instructions based on a specific user community. 
3. 
Source data may be either 2 or more district NWIS WQ DB’s and/or the current NWISWeb QW data into the data warehouse structure. Estimated size of the new dataset will be approximately 80M results, or 10 times the size of the current NAWQA Data Warehouse (8M results).  This dataset will provide a basic scalability test in terms of response time and network performance for a single or a few simultaneous users. We would also collect some information on scalability to full implementation for production usage.
4. Produce several generalized data retrievals with pick-lists for user selection of search criteria to provide  core functionality to WRD personnel without training.  Make these examples available to users as templates to enable them to expand the functionality to meet their specific needs.  NAWQA Data Warehouse training documentation could be made available for teaching ad hoc query creation capabilities to a group of test users. 
5. Using a modern Entity Transformation Tool, migrate the legacy data sources (distributed NWIS instances) to the data warehouse by creating data loading plans or transforms. 
6. Number 5 above would benefit NAWQA by moving us a step closer to a more automated initial step in data aggregation.  This approach could be used by both NWIS Web, NASQAN and NAWQA so that these groups no longer need to maintain separate aggregation systems. The loading plans for the NWIS data warehouse would create an unfiltered dataset (except for proprietary, etc. if that’s a requirement) for other systems to use as a unified legacy source in their respective data warehouses or data marts.  For example, NAWQA would use the NWIS data warehouse as the master source from which it pulls only NAWQA data and subsequently runs data checks.  Subsequent to this initial national aggregation, NWIS Web could source this data warehouse and further constrain the data to release a more limited set to the public that matches current policy.  
7. Provide documentation that would describe several strategies for providing scalability and fault tolerance of the data warehouse system if it were to become a production level system.
Benefits to USGS users of this Data Warehouse that could be tested in this pilot:

1. Entire US NWIS QW data would be easily accessible to USGS scientists from one source including QC and other data not currently available through NWIS Web in a standard Windows user environment, accessible through modern web browsers. 
2. Internal National data warehouse could be within 1 day or 1 week of including all current local NWIS QW data
.


3. Discoverer pre-built workbooks would be easier to use for employees not familiar with QWDATA.

4. Discoverer has many easily adaptable output formats.
5. Customized workbooks would provide scientists additional tools and functions to analyze their data, for example:  ability to link any site file information with QW results and to share retrieval specifications easily with colleagues

6. Existing functionality in the NAWQA DWH would be easy to benefit from [for example, retrieve data using pick lists for parameters by name or number and schedules using multi-select highlighting.]  In addition to these specific examples, the benefits of an ad hoc query system are too many to list.  Through the capabilities of defined hierarchies and built-in analytical functions, USGS researchers and managers will be able to locate trends, estimate costs, and quickly reference recent or historical water-quality information around the nation.
7. Enhancements to this warehouse would be easier and faster to implement than a distributed non-tool based (or custom-coded) solution because they are implemented at one site and immediately become effective.

8. The proposed system uses multiple, relatively inexpensive servers, which allows for a more modular and less expensive upgrade path to meet user demands  as needed.

9. 
a. 
b. 

 
How to measure success:

1. Provide a data warehouse containing x number of districts’ NWIS QWDATA within the timeframe mentioned below.

2. Demonstrate precedence rules by creating an ad hoc query that compares or displays water-quality results from a station shared by two district NWIS systems with sample contention (keys shared in both systems) resolved.  
Limitations

1. 1.In order to perform fast “refreshes”, this proposal depends on QWDATA deletions being stored in the NWIS system.  This functionality does not exist today and is not written into the NWIS 4_2 requirements.  Two possibilities for accommodating refreshes before this functionality exists are:

a. Re-aggregate data from the districts’ NWIS in entirety.  This would drastically reduce the re-aggregation schedule perhaps to as much as once per month once all district NWISs are included in the data warehouse.
b. Re-aggregate the data warehouse based only on “update date” from NWIS.  This would allow for fast refreshes to include sample updates and new samples.  Deletions would be handled on a timeframe similar to 1a above.
Possible Future Development / Proposal modification:

1. Bring in NWIS Web as a “core” dataset to demonstrate scalability when faced with the entire national set of QWDATA.
2. Strip out sample level pcodes to the sample level.
3. Add Daily Values
Resources needed:

1. 1-2 person months of Nate Booth, donated by NAWQA.
2. $10,000 for development server to provide testing on an independent server, allowing an extended period of testing by a fairly broad group including district QW specialists [Melanie Clark (WY) and Rick Wagner (WA) are already willing and supportive]. Source of this $$ to be decided.
3. Leadership by Sandy Williamson, donated by NAWQA
4. Coordination with NWIS team—answering questions and making suggestions, and supporting access to production NWIS systems -- donated by NWIS.
Assumptions

It should be understood that there are assumed limitations to the prototype due to resource limitations and staff availability.  The deliverable for this prototype is limited to the functions addressed in this document.  Additional capability, capacity or availability of the database system is neither written nor implied.

Timeline
Prototype would be developed in between high priority NAWQA obligations over the next 6-12 months.
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